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Setting up software RAID in Ubuntu Server

April 24th, 2007 Posted by Derrick Webber

Linux has excellent software-based RAID built ithie kernel. Unfortunately information on configugiand maintaining it is sparse. Back in 2003, OlRRei
publishedvianaging RAID on Linuxand that book is still mostly up to date, but firgiclear instructions on the web for setting uplBAas become a chore.

Here is how to install Ubuntu Server with softw&&ID 1 (disk mirroring). This guide is for Ubunte&er 6.06 LTS, but the procedure should be nehdy
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same for newer versions of Ubuntu and even Debi&ive also included a few other tips, like how tsere you can still boot your server when the firste
fails and how to rebuild when replacing a failetver

Software RAID vs. hardware RAID

Some system administrators still sneer at the adlsaftware RAID. Years ago CPUs didn’t have theegpto manage both a busy server and RAID acsvitie
That's not true any more, especially when all yantto do is mirror a drive with RAID1. Linux sofare RAID is ideal for mirroring, and due to kerdedk
caching and buffering it can actually be fastentR&ID1 on lower end RAID hardware. However, famger requirements like RAID 5, the CPU can still ge
bogged down with software RAID.

Software RAID is inexpensive to implement: no nédexpensive controllers or identical drives. 8aifte RAID works with ordinary EIDE, Serial ATA and
SCSI drives and controllers. You can mix togethbatgver drive types and sizes you have on handn\&hgou need are mirrored drives, software RASR2um
especially good choice.

However, there are reasons you might prefer harelR&iD over software RAID:

e Hardware RAID is simpler to setup and manage.

e Depending on the server BIOS, a system using Leuftware RAID probably won't be able to automatigéloot if the first disk of a mirror fails (It can
still be booted manually though).

e Linux will only boot when the “/boot” and “/” pattons are on RAID1. It cannot boot when those parts are on RAID5. Other partitions, however, can
be RAIDS.

¢ With software RAID, after replacing a failed drithee administrator must login and enter commandsitbthe new drive to the array and re-sync the
contents. Good hardware RAID controllers re-syrtomatically as soon as they see a new drive, withparator intervention.

Notice | said “good hardware controllers”. Low-etwhtrollers like those integrated with consumerdgrenotherboards that require software drivers atgood
controllers for server use. Cheap motherboard Rial@esigned for gamers who want RAID to boost désid times, not for reliability. These “fake RAID”
controllers are really no better than Linux softey®AID. Good hardware RAID requires serious cotgrslfrom Adaptec, 3ware or another reputable
manufacturer.

A simple RAID1 example

For this example we’ll construct a simple RAID1 roirusing a server that has two 4 GB serial ATAelsi Such a configuration will keep running if eitlarive
fails, but (obviously) not if both fail.

EIDE or SCSI drives can also be used with Linux BAbut right now serial ATA provides the best condtion of low cost, performance and flexibility.

This example was done on Ubuntu Server 6.06 LT8tHeuprocedure should be nearly the same for nearsions of Ubuntu. The concepts involved alsdyapp
to any version of Linux running a 2.6 kernel, thbulge exact setup procedure differs for other ftaxaj Linux.
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For this example, partitioning will be done as diyrgs possible:

Drive Partition Type Mounted on Size
_ /dev/sdal Primary / 4.1 GB
Drive0 _ _ )
/dev/sda2 Primary (swap area) (remainder of disk)
_ /dev/sdbl Primary / 4.1 GB
Drivel

/dev/sdb2 Primary (swap area) (remainder of disk)

In Linux software RAID each mount point is usualynfigured as a separate RAID device. It's posdilmentire drives to be RAID members rather thache
partition (e.g. combine /dev/sda and /dev/sdb}teitresulting device will not be bootable.

In this example partitions sdal and sdb1 will belenmembers of a RAID1 device named /dev/md0. Rarsitsda2 and sdb2 will be members of a RAID1
device named /dev/mdL1.

RAID device Type Mounted on Size Members
/dev/sdal
/devimdo  RAIPL 4.1 GB
mirror /dev/sdb1
/dev/sda2
/dev/mdl RAIDl (swap) (remainder of disk}
mirror dev/sdb2

On a real world server it's a good idea to havleadt /var and /home on their own partitions, betdbove scheme is good enough for this examplearé/also
purposely avoiding complications like logical volarmanagement (LVM), just to keep things simple.

In Linux RAID, corresponding partitions on eachverin a RAID device should be the same size. ly tren’t, software RAID will still function but eadRAID
device will only be as large as the smallest memhetition (e.g. if you add a 10GB partition andQGB partition into a RAID1 array, the resultingegr will
only be 10GB in size).

Installing Ubuntu server with RAID1

To install a fresh Ubuntu System with RAID, boairfr the CD-ROM as usual. Follow the prompts until get at the “Partition Disks” dialog.

e From the “Partitions Disks” dialog box, select “Maaily edit the partition table”.
e Select the first disk ("sda”)
e Say yes to “Create a new empty partition tablehimdevice?”
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Use the dialog boxes to create one primary pamtiaoge enough to hold the root filesystem (4.1iGBis example)

For “How to use this partition” selegphysical volume for RAID“not the default “Ext3 journaling file system”

Make the partitiorbootable

Use the dialogs to create one other primary pantitaking up the remaining disk space (197.4 MBis example). Later this will be used for swap.
For “How to use this partition” selegphysical volume for RAID“not the default “Ext3 journaling file system” andt “swap area”

Repeat the above steps to create identical paittem the second drive. Remember to mark partitieon both drives as “bootable”. The final result
should look similar to the following:

(click for full size)

Once the partitions are configured, at the tofhef‘Partition Disks” main dialog select “Configuseftware RAID”
When asked “Write the changes to the storage dewind configure RAID” select “Yes”.

For “Multidisk configuration actions” select “CreaiD device”

For “Multidisk device type” select “RAID1

For “Number of active devices for the RAID1 arragyiter “2'

For Number of spare devices for the RAID1 arrayteef0” (zero)

When asked to select “Active devices for the RAIDAltidisk device” select both /dev/sdal and /devisd

From the next dialog select “create MD device”

Repeat the above steps to create an MD devicedhgdins /dev/sda2 and /dev/sdb2

Finally, from the dialog “Mulidisk configuration &ons” select “Finish”

Next configure device md0 to be mounted as thé&lg8ystem and device md1 to be mounted as swap:

e From the “Partition Disks” dialog, move the curbar under “RAID device #0and select “#1 4.1 GB”
e Configure the device as an Ext3 filesystem mounted as shown:

(click image for full size)
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e From the Partition Disks dialog under “RAID devig#’ select “#1 197.3 MB”
e Configure the device as “swap area”, as shown:

(click image for full size)

(click image for full size

e Select “Finish partitioning and write changes tekdiiThe RAID1 mirrors are created and made active the filesystem is formatted and installation of
Ubuntu proceeds as usual.
¢ Allow the installation to complete then reboot whreguested.

Making every drive bootable

The Ubuntu installation program installs the GRUidbloader into the master boot record (MBR) offilet disk so if you made the first partitionsexch hard
drive bootable as described above, the systemdinawie no problem booting from the RAID1 array.

However, the bootloader is not installed on otheras. This leaves you with an unbootable systeranndirive O fails. Also, depending on your servar it
possible that GRUB will not be installed on thesfidrive at all, also leaving you with an unboogadystem.

To fix a non-bootable system and ensure GRUB tsilesl on both drives, manually install GRUB addwls:

Reboot the server from the original Ubuntu SernieROM

From the Ubuntu boot menu, select “Rescue a breistem”

Continue through the prompts until the screen “Devo use as a root file system” appears

Press Alt-F2 to switch to a second console scieem press Enter to activate it.

Mount the mdO RAID device and use chroot and gouingtall the bootloader onto both sda and sdbguia following commands
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mount /dev/mdO /mnt
chroot /mnt

grub

device (hdO) /dev/sda
root (hd0,0)

setup (hdO)

device (hd1l) /dev/sdb
root (hd1,0)

setup (hdl)

quit

(many thanks t@®igDiver for the above)

e Reboot the system with command “shutdown -r noefove the CDROM and allow the system to boot froenttard drive.
Why RAID swap?

You might be wondering why we put swap on a RAIDide, causing system swap activity to suffer theittahal overhead of RAID.

Though Linux is capable of handling multiple indegent swap partitions on multiple drives, if a draontaining an active swap partition dies it neketthe
system down with it. That defeats the point of hgurRAID in the first place, so to avoid that podgipowe put the swap in RAID.

This creates more overhead, but swap is only mesatemporary substitute memory during rare monmarhggh load. If the system is regularly using swap
performance is already being severely impactedt&stime to add more physical memory.

Care and feeding

Having two drives configured in a RAID1 mirror alle the server to continue to function when eitheredfails. When a drive fails completely, the kelrRAID
driver automatically removes it from the array.

However, a drive may start having seek errors watHailing completely. In that situation the RAIDier may not remove it from service and perfornewndl
degrade. Luckily you can manually remove a failiiniye using the “mdadm” command. For example, tounadly mark both of the RAID devices on drive sda
as failed:

mdadm /dev/md0 —fail /dev/sdal
mdadm /dev/mdl —fail /dev/sda2

The above removes both RAID devices on drive soia Bervice, leaving only the partitions on drive sdtive.
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Removing a failed drive

When a drive fails it is vital to act immediateBAID drives have an eerie habit of all failing anouthe same time, especially when they are iddnticaels
purchased together and put into service at the samee Even drives from different manufacturers stimes fail at nearly the same time... probably bseau
they all experience the same environmental fagfmwer events, same number of power downs, the garter banging the vacuum into the server evégity
etc.)

When Ubuntu sees that RAID has been configuredjt@amatically runs the mdadm command in “monitodeido watch each device and send email to root
when a problem is noticed. You can also manuaipéct RAID status using commands like the following

cat /proc/mdstat
mdadm —query —detail /dev/md0
mdadm —query —detail /dev/md1

It's also wise to use “smartctl” to monitor eaclvdts internal failure stats. However as noted ne@nt analysis by Goog(PDF link), drives are perfectly
capable to dying without any warning showing initi BMART monitors.

To replace a drive that has been marked as fagidlie¢ automatically or by using “mdadm —fail”xdfi remove all partitions on that drive from theagr For
example to remove all partitions from drive sda:

mdadm —remove /dev/mdO /dev/sdal
mdadm —remove /dev/md1 /dev/sda2

Once removed it is safe to power down the serveéraplace the failed drive.

Boot problems

If it was the first drive that failed, after repiag it with a new unformatted drive the system mayonger boot: some BIOS only attempt to boot ftbmlowest
numbered hard drive (e.g. sda or hda) and ifbtask the system will hang. In that case you’llch@erescue CD capable of running a GRUB boot praopgbou
can manually boot from the second physical drive.

There are many free Linux-based rescue CDs availghy.SystemRescueQbut for quick access to GRUB try tBeiper Grub DiskThis small download can
be written to bootable floppy or CDROM and giveakuaccess to system boot tools, especially the GBwBmand line.

Whatever rescue tool you use, use it to boot tlR&JB command prompt and force the system to boot fitee second installed hard drive using commands
similar to the following:

root (hd1,0)
kernel /boot/vmlinuavhateveroot=/dev/mdO ro
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initrd /boot/initrd.imgwhatever
boot

To find the correct file names for the “kernel” dfiwitrd” parameters, GRUB has bash-style command-tompletion... type just enough of the path thezsp
TAB to auto-complete or see a list of availableics.

Preparing the new drive

Once system as been rebooted with the new unfathegplacement drive in place, some manual intéivers required to partition the drive and adtbithe
RAID array.

The new drive must have an identical (or nearlyiabal) partition table to the other. You can udisk to manually create a partition table on the deive
identical to the table of the other, or if bothves are identical you can use the “sfdisk” comm@anduplicate the partition. For example, to copy partition
table from the second drive “sdb” onto the firstdr‘sda”, the sfdisk command is as follows:

sfdisk —d /dev/sdb | sfdisk /dev/sda
Warning: be careful to specify the right source dadtinations drives when using sfdisk or your ddank out the partition table on your good drive.
Once the partitions have been created, you catheaha to the corresponding RAID devices using “mdadmad” commands. For example:

mdadm —add /dev/mdO /dev/sdal
mdadm —add /dev/md1 /dev/sda2

Once added, the Linux kernel immediately startsyrecing contents of the arrays onto the new di¥eel can monitor progress via “cat /proc/mdstat’n8gg
uses idle CPU cycles to avoid overloading a pradocystem, so performance should not be affectedadly. The busier the server (and larger thetjoas),
the longer the re-sync will take.

Note that you don’t have to wait until all partit®are re-synced... servers can be on-line and ohuptmn while syncing is in progress: no data wéllost and
eventually all drives will become synchronized.

Summary

Linux software RAID is far more cost effective dftekible than hardware RAID, though it is more cdexpand requires manual intervention when replacing
drives. In most situations, software RAID performoais as good (and often better) than an equivalemiware RAID solution, all at a lower cost andhwi
greater flexibility. When all you need are mirromives, software RAID is often the best choice.

More information on Linux RAID:
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e Managing RAID on LinuxO’Reilly Media, 2003)
e Software RAID HOWTQ(Linux Documentation project)
e Linux: Why software RAID{Jeff Garzik)
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16 Responses to “Setting up software RAID in Ubunt&erver”

1. NathanSays:
April 25th, 2007 at 10:51 am

An excellent article, I've used software RAID-1tive past with exceptional results, however, if gdthDE | would recommend placing each drive as
master on each IDE channel instead of a mastee-slanfiguration on the primary IDE channel. Thidl wiaximize disk throughput and bandwidth across
the drives.

2. D WebberSays:
April 25th, 2007 at 11:21 am

Yes, good point. Since EIDE can only write to onge&lon a channel at a time, each EIDE drive inrfddORmirror should be the master on separate
channels.

Another consideration is that the EIDE channelgldsehard drives should not be shared with slodearices like CDROM and tape drives since the
channel is a shared bus that only communicatdseadeed of the slowest attached device.

That creates a problem since most motherboardspoolyde two EIDE channels. If both of those ardidated to the two mirrored RAID hard drives,
nothing is left for the CD.

Ideally you'd install a EIDE controller card on tR€I bus and use that for the slower EIDE devidesCDROM.

Fortunately Serial ATA is pretty much the standaosv and doesn’t have the shared bus limitation.

3. ZXpowerSays:
May 14th, 2007 at 5:33 pm

Nice job done!

But | also have a question - how to setup RAID&atvaady running Ubuntu Server without reinstall? eeBSD it can be done somehow easily using
geom, but what about Ubuntu? Any ideas?
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4. D WebberSays:

May 15th, 2007 at 10:07 am

@ZXpower:

The process of adding RAID to a running Linux seigenot as easy as typing a single command. I'bgpng to write another step-by-step HOWTO on
how to do it (do you have any idea how long it tat@research, test and write these proceduregsut-you can find some guidance on how to do it by
searching the net.

It's also covered on Page 81 of tdanaging RAID on Linuxbook. Everyone working with Linux RAID should owarcopy.

If you plan to try it, make sure you have a soédtorable backup of the target system... chanceswaiénot boot first time and one mistyped device
name could wipe out a production partition. A vatimation product (like the freéMware Serveyis an excellent way of testing and developing
procedures like this before trying them in prodoicti

. Otto Says:

June 16th, 2007 at 4:40 pm

| believe there is a typo
“In this example partitions sdal and sda2 will ledenmembers of a RAID1 device named /dev/mdO0. ”
should read”In this example partitions sdal and ssiii be made members of a RAID1 device named/[dda. “

. D WebberSays:

June 16th, 2007 at 7:39 pm

@otto:

You're right. Thanks very much for pointing out timéstake! Fixed.

. Mike HSays:

July 14th, 2007 at 11:21 am

I’'m trying to do what ZPower was asking about. Iveen trying to setup RAID-1 on Ubuntu 7.04 FeiBgsktop for several days. I'm not doing a clean
install - I want to effectively use my existingaias half of the RAID without having to do a rédtul’'ve created copies of the partitions on a rtkive,
set the partition types to fd, set-up the arrayith(ane drive missing) and then copying the datanfthe non-RAID drive onto the ‘half a RAID drivef,
you see what | mean. So far so good. However,d&en trying to base the layout on the original Ubuwlefault install, i.e. just a / and swap partititoNO
separate /boot partition.

Your excellent article led me to believe that thes possible - you use the same layout in your glesnbut | cannot do the mount, chroot, grubhmat t
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installs the boot loader to make both disks boetdlih completely unable to configure Grub on tiadf#RAID drive.
Grub seems to refuse to be ‘raid aware’ - sometthiagl have read elsewhere, which is why | wasregted when | first found your article.

Attempting to do anything to the array device ugingp fails with error 15. | initially found thishen trying to use find to locate the stagel filesghe two
disks, but the same problem arises irrespectitbeofile being found.

For instance if | do the following (as root):-

mount /dev/mdO /mnt/mdO
find /mnt/mdO/etc/fstab

... it works as expected and reports the presentstaif
However, if | run find from within grub...

(/dev/md0 is still mounted)
grub
find /mnt/mdO/etc/fstab

... it reports error 15 file not found

Is this caused by a difference in the version afl@rsed in the server and desktop Ubuntu images?
Or is it something basic I've missed - quite polesds I'm new to Linux/Ubuntu...

Any suggestions, anyone?

Thanks,

Mike

8. D WebberSays:
July 15th, 2007 at 3:36 pm

Grub is “RAID aware” to the extent it can boot fr@aRAID 1 mirror (but apparently no other RAID léve
First, make sure the /etc/fstab file on the RAIveliis pointing to the correct md devices (e.gv/d&l0 not /dev/sdal).

Second, the file /boot/grub/menu.Ist should alsofto the md device for booting. Here’s an exangttaight from a production Ubuntu 6.06 server
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booting from RAID1.:

title Ubuntu, kernel 2.6.15-28-server

root (hd0,0)

kernel /vmlinuz-2.6.15-28-server root=/dev/mdO0 ueq splash
initrd /initrd.img-2.6.15-28-server

savedefault

boot

Note the “root=/dev/md0in the above.
Finally, follow the steps in the above article émpying the grub bootloader... for example:

mount /dev/mdO /mnt
chroot /mnt

grub

device (hdO) /dev/sda
root (hd0,0)

setup (hdO)

(Substitute /dev/sda for the appropriate physicakeddevice on your system)

9. AnthonySays:
August 19th, 2007 at 6:42 pm

Hi all,

Can you boot from only one of the drives? I'm thinikof the situation where it turns out that afiaroutage, one of the drives is dead and the sytsiEsn
to reboot. | currently have a “mdadm: no devicstell in config file where found” error. Is this naal?

Thanks in adavance for your ideZs
Anthony

10. eRIZSays:
September 3rd, 2007 at 1:04 pm

Cool!

I've been looking for any manual, but - as you nered - it’s difficult, to find anything that deslses the installation process on RAID.
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11.

12.

13.

14.

I’'m going to write a Polish version of the solutiand I'll drop you trackback. ;]
Thanks for a good article! You saved my life. ;P

eRIZ’s weblog » Instalacja Ubuntu na RAICBAys:
September 6th, 2007 at 10:23 am

[...] ojczystym gzyku informatyki, jakim jest angielski, znalaztenz jcos ciekawszego. Trafitem na artykut, ktory okazatr@medium na mo;j [...]

Matt Says:
October 9th, 2007 at 7:54 am

Many Thanks,
Excellent guide - worked flawlessly with Ubuntu\ssr7.04

fentexSays:
October 25th, 2007 at 7:32 pm

I've followed your thankfully clear and understabtadirections but have hit a roadblock while tgybo make both disks bootable.

With Ubuntu Server 7.10 (AMD64) when | attempt i@eute:
chroot /mnt

| get the response:
chroot: cannot execute /bin/sh: No such file oectiory

It has stalled me. Advice on what to do here, franat I've found on the web, stymies me as I've anBuperficial understanding of Linux and haven’t
found any help | understand.

Could someone please tell me what | need do toepaie

Derrick WebbeiSays:
October 28th, 2007 at 2:12 pm

@fentex:

That sounds like the partition didn’t really getumted before you did the chroot (or the wrong degot mounted). Perhaps check there are filesein th
/mnt directory before doing the chroot... in partarythere should be a /mnt/bin/bash file present.
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15. Kieran Says:
October 30th, 2007 at 3:04 pm

I am curious about using software raid and hotsgragosures for offsite storage. Currently | hav@edware raid 1 setup with windows 2000server and |
can remove one of the drives and plug one backditlae system rebuilds automatically thus givingl8% offsite back up of the entire system.

Is something like this possible with ubuntu softeveatid1? or what kind of commands would be needediuild the drive after a hotswap?

Or | guess alternatly could just do a shut down taet swap the drive and have it rebuild upon rebas has saved our company twice now! Once
during a theft and the other due to a massive peweaye that took out pretty much the entire se®ely lost a day or two of work each time.

Basically | want to be able to take a full workibgckup offsite every few days with minimal hassid awap between a few drives each time.

Any input would be GREATLY appreciated!
ps Fantastic tutorial!!!

16. Derrick WebbeiSays:
October 30th, 2007 at 7:33 pm

@Kieran:

Linux does support hot swap for many types of deyjincluding SATA and SCSI drives (e.g. bée://linux-ata.org/software-status.html#hotplugo
plugging / unplugging drives is supported at thehare and OS level.

However, Linux software raid doesn’t do an automegbuild / resync (same as Windows software RAMDuU have to issue a few commands manually as
root to add the drive and rebuild the mirror. | gage it would be possible to write a detect / rigbsgript that fires when a hotplug action is detdc
though.

To be able to plug an unformatted drive into a RAlay and have the system automatically rebugdnirror on it, you really need a hardware RAID
solution. Some folks have had good experience Sutare controllers under Linux but | can’t vouch &my particular vendor personally.
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